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Abstract

Object detection is an essential part of Autonomous Driving and Driver-
Assistance systems, the ability to detect and recognize objects in front of the
vehicle in addition to its surrounding is the main feedback such systems rely on
to take actions. Nevertheless, bad weather conditions like fog, rain and smog de-
crease the ability to understand the surrounding scene, just like human vision can
be impaired in such situations. To overcome this challenge, systems are trained
to recognize objects using a dataset of annotated images taken in such weather
conditions. One way of building this dataset is to synthesize such phenomena

on a set of already segmented images.

Several concerned research use mathematical methods to simulate fog on
clear images, benefiting from the physical model of this phenomenon and more
analysis of the image content. However, using Convolutional Neural Networks,
we can reduce the human effort of finding such ‘foggificaion’ formulas and let
our model figure that out. In this thesis, we propose a generative model that
simulates fog on clear images following the idea of CycleGAN [1] and using an
unpaired dataset of both foggy and fog-free images. We go through the model

formulation process, demonstrate its results and discuss the final outcome.
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Chapter 1

Introduction

1.1 Motivation

Numerous weather conditions can impact the driver’s vision making it difficult to see some ob-
jects on the road, or at least recognize them. Fog is one important phenomenon that can disturb
vision while driving [2], scattering the light and making further objects fuzzier. Autonomous
Driving systems face the same problem, experiments showed that object detection recall de-
creases with higher fog density [3]. Several research has been made to detect objects in foggy
conditions, either by defogging the image first [4—6], or by applying different object detection
methods on the hazy image [7].

Several approaches tried to simulate fog’s behaviour and augment it on clear images in order
to improve object detection and recognition systems in such weather conditions [8—10], study
fog impact on these systems [11, 12] or for other purposes [13, 14], as will be shown in the next
section. Most of them focused on the mathematical model that explains how fog is generated in
terms of physics, and try to project it on a fog-free photo. Such process is helpful to build up a
new dataset of annotated foggy images out of clear ones, which can be used as a training set in
an object detection system to increase its accuracy relying on artificial hazy images. Such model
will later be used on real photo frames taken during fog existence, which makes it important for
the synthesized images to look as much as like real foggy ones as possible, as this would imply
better results when real foggy images are fed to the trained model.

In this work, we will present an approach to simulate fog on clear images using a generative
model based on GANs [15] and Convolutional Neural Networks. Our main motive is to improve
existing Autonomous Driving systems’ performance during bad weather conditions with a con-
centration on fog. Hence, we will focus in our study on images that are mainly taken from a
moving vehicle or that contain similar information serving our purpose, in addition to providing
more realistic foggy image simulation.

1.2 Related work

1.2.1 Generative Adversarial Networks (GANS)

GANSs [15] are generative models that aim to generate data that look similar to the training set.
A GAN’s structure is demonstrated in Figure 1.1. The input z is a latent vector belonging to
the latent space Z, randomly generated and fed to the Generator (G, which is responsible for
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1.2. Related work

data generation. The discriminator D tries to discriminate between real and fake samples. G is
trained to fool D by improving the generated samples to make them look more like real ones,
while D is thus getting better at distinguishing the fake samples generated by G from the real

ones.
Real
Dataset Sample
D Real/Fake
27 G > Gseneralted
ample Discriminiator
Random Input

Generator

Figure 1.1: GAN Structure

The training demonstrates the following minimax game between G and D:
mGinmgx V(D, Q) = E.[log D(x)] + E.[log(1 — D(G(z2)))]

Where:

+ [, is the expected value for real samples

D(x) is the discriminator’s output of the probability that the real instance z is real

» [, is the expected value for fake samples

G(z) is the generator’s output for input noize z

* D(G(z)) is the discriminator’s output of the probability that the generated instance G/(z)
is real

GAN applications focused on image generation using Deep Convolutional neural networks,
namely Deep Convolutional GAN or DCGAN [16, 17]. In such applications, the dataset will
consist of images that belong to one specific category (e.g. faces, landscapes, digits, etc.). The
Generator will learn to generate new images belonging to this category given a random input.

Many improvements have been made to the traditional GAN network. For example, Style-
GAN [18, 19] maps the input to an intermediate space, before being fed to the generator at each
convolutional layer.

Conditional GAN (CGAN) [20] is another variation of GAN where GG and D are provided
with a condition ¥, and the objective function is modified to the following:

minmax V(D, &) = E,[log D(x[y)] + E:[log(1 — D(G(2[y)))]

2



1. Introduction

We can see from Figure 1.2 that a condition y is provided for every item in the dataset. The
discriminator decides whether a sample is real or fake based on the sample itself and the con-
dition. Pix2pix [21] is a good demonstration of CGAN, it tries to generate images based on
provided information, for example, generating a handbag image based on an image of its edges,
or generating a night photo based on photo taken during daytime.

Yy

Real

Dataset Sample

D Real/Fake
>
Y
G «|  Generated
Sample
zeZ

Figure 1.2: CGAN Structure

GANPaint [22] is another application of CGAN, it provides a tool, available online, allowing
the user to provide new labels on a part of a given image, and the network would generate a new
image modifying the newly labeled parts in a convenient way.

Video generation is another interesting application of GAN, such as vid2vid [23] which
provides a model that generates video from a given sequence of video frames, for example, a
sequence of semantic segmentation of masks. DVD-GAN (Dual Video Discriminator GAN)
[24] and BigGAN [25] introduced models to produce videos on large-scale datasets. Face2Face
[26, 27] transmits the facial expressions from one video to another containing a different person
in real-time.

While the main focus of GAN and its variations has been on image and video generation,
other applications have been introduced, such as 3D models generation [28] and audio synthesis
[29, 30].

1.2.2 Unpaired Image-to-Image Translation

In paired Image-to-Image generation method previously covered [21], every image y in the
dataset is paired with another conditional image x, the generator is trained to generate y given
the input x. But this requires a lot of efforts to build the dataset. For example, if we want to train
a model to convert daylight images to images taken at night, we should have a lot of pairs of
photos, each taken from the exact position during day and night time. In other applications, such
as ours, it seems to be very difficult to create such real dataset. In order to build a paired training
set to generate fog on clear images, we should install static cameras in different places and take
pictures during clear and foggy days. This is a very time-consuming method. In addition, the

3



1.2. Related work

clear photo might contain different objects than the foggy one, and thus we will be training the
generator not just to add fog to the images, but also to change its content.

CycleGAN [1] introduced an unpaired Image-to-Image translation method, in which the
dataset consists of two sets of images (X,Y), but no relation is defined between an image from
the first X set and any of the images from the second Y. CycleGAN tries to imagine what
an image from the one collection looks like if it was translated to the other. For example, to
know what a photo would look like if it was painted by Monet, we need to train a CycleGAN by
providing a set of real photos X, and an unrelated set of Monet paintings Y. The model itself
will learn the process and the its reverse, i.e. it would also learn to convert a Monet painting to
a real photo.

CycleGAN’s structure is illustrated in Figure 1.3, the training process consists of two stages.

zeX |« F |« jevy Real/Fake
; / A
Cycle-Consilstency Loss /
-»  zeX > G
}B‘ Real/Fake
(a)
\ ¢
TeX |« F < yey Real/Fake
? Cycle-Consfstency Loss
> G > jev
>B—v Real/Fake
(b)

Figure 1.3: CycleGAN Structure. The model contains two generators G : X — Y and F' :
Y — X, and two discriminators Dx and Dy . Dy will encourage GG to generate outputs that
look more like real images from Y, and Dy will encourage F' to generate outputs that look more
like real images from X.



1. Introduction

In the first step shown in Figure 1.3a, an image « from domain X is translated to an image from
domain Y by the generator G, the result ¢ is converted back to an image % from the domain X by
the generator /. Both discriminators in this stage are being trained, the fake image ¢ is passed
to Dy, and the real one that we started with x is passed to Dx. The final result Z is supposed
to look exactly like x, thus a new loss is introduced here in addition to GAN’s adversarial loss
previously introduced in subsection 1.2.1 called “Cycle-Consistency Loss”:

Leye = E[[|F(G(x)) — x]|i]

The second phase shown in Figure 1.3b is the exact reverse of the first one, starting with an
image y from domain Y, converting it to the domain X and back to domain Y, resulting in a
“Backward Cycle-Consistency Loss™:

Ebackzcyc = Ey[HG(F(y)) - yHl]

The complete CycleGAN loss is shown in the following equation:

Leyaecan = Eyllog Dy (y)] + E,[log Dy (G(x))]
+ E,[log Dx (z)] + E,[log Dx(F(y))]
+ B[ F(G(2)) — z[l1] + E[|G(F(y)) =yl

(1.1)

The research shows several applications of CycleGAN with intriguing results. For example,
converting horses to zebras, apples to oranges, summer to winter and vice-versa.

1.2.3 Fog Synthesis Using Mathematical Models

The basic mathematical model followed in most of fog generation research is Koschmieder’s
law (atmospheric degradation model):

The previous equation is defined on the three RGB channels on a 2D image. (z,y) is an image
coordinate. [ is the foggy image. J is the fog-free image. A is the atmospheric light, in the
day-time, it’s mostly considered equal to 255 for each of the RGB colors [8, 13], making the
day light equal to (255,255,255), i.e. white. In other cases, this value is estimated from the
given clear image. ¢(z, y) is the transmission map, it expresses the amount of light that survived
without being scattered at the coordinate (z,y) of the image. It is related to the depth map
by Equation 1.3, where d(z,y) is the distance of the object at coordinate (z,y) and /3 is the
attenuation coefficient that controls fog thickness:

t(z,y) = e @Y (13)

f3 is calculated using Equation 1.4. C' = 3.912 in [10] and C' = In(20) in [8, 9, 11, 12]. Rm is
the maximum visibility distance.

C
== (14)

m

In order to simulate the foggy image / from the clear one .J, we need to estimate the airlight
A and the transmission map ¢, which can be derived from the depth map d. Following this

5
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Figure 1.4: Fog simulation for different colors [14]

methodology, [14] is estimating a distance-altitude map from a given image using several steps
and an interactive graph-cut algorithm, allowing the user to mark certain parts as “objects”. The
research is also allowing to change the color of the produced fog, as shown in Figure 1.4.

Same approach is followed in [13], with an additional pseudo-random factor generated as
noise, following the idea that fog takes irregular shapes due to wind and air turbulence. In [11],
FROSI dataset is built, which contains a set of artificial fog-free images, and for each image,
6 other foggy images with different visibility distances are generated. The research aimed to
study the impact of fog presence on traffic sign detection, similar to [12].

Cityscapes dataset [31] is used in [8] to synthesize fog and generate a new dataset “Foggy
Cityscapes”, this data was used in the research to train a CNN model for driving assistance.
Based on the same model, [9] proposes methods for fog detection, removal and synthesis.

1.2.4 Fog Synthesis Using Generative Models

Research concentrated more on fog removal rather than fog generation. Using generative models
and Convolutional Neural Networks, no real work aimed to synthesize fog on clear images, but
we will present two papers that proposed fog-removal generative processes that contained a fog
generation part.

Cycle-Dehaze [32] introduced a CycleGAN model to deahze a hazy image, but with Cycle-
GAN’s structure, adding haze to a clear image was also achieved. A generator G is responsible
for dehazing an image, and another generator F' produces a hazy image given a clear one.

In addition to CycleGAN’s loss in Equation 1.1, Cycle-Dehaze introduced a “Perceptual
Loss” that compares the original image with the final one in feature space rather than pixel space.
Considering ¢ as a feature extractor from the 2nd and 5th layers of VGG16 [33] network, the
perceptual loss is defined as follows:

Lpereeptua = |6(2) — o(F(G(2)))3 + [6(y) — d(GFW))I2

Cycle-Defog2Refog [34] also uses CycleGAN as a main structure. In the proposed model,
the generator Defog-net responsible for fog removal out of a foggy image is a straightforward
CNN that accepts an image as input and produces a clear image. While Refog-net generator
that adds fog to the clear image works differently, it relies on the mathematical model (Equa-
tion 1.2). Refog-net generates the transmission map ¢ from the clear image using a CNN. The
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1. Introduction

atmospheric light A is estimated using a sky prior; the sky region is segmented in the foggy im-
age, then A is equal to the average pixel values of this region, as shown in Equation 1.5. After
that, the atmospheric degradation model (Equation 1.2) is applied to generate the foggy image.

Agy = mean (15, (2)) (1.5)

After fog removal using Defog-net or fog addition using Refog-net, the image is processed
by E-D-Net and E-R-Net respectively, these CNNs are used to enhance the generated image
removing artifacts and improving its quality.

1.2.5 State-of-the-Art Summary

In summary, several approaches relied on Koschmieder’s law (Equation 1.2) to build a math-
ematical model to synthesize fog on clear images. While few others followed CycleGAN’s
structure [1] to build a generative model using CNNs that can achieve both fog generation and
fog removal, the latter being those methods’ original motivation. Even though the mathemati-
cal method is based on actual studies on the physical effect of the fog phenomenon, the images
generated by such methods seem to be clearly different from real-life foggy images. We believe
that a generative model would produce more realistic fog images.

1.3 Outline

In this thesis, we will present the methodology we followed in order to generate fog on clear
images. First we will introduce the datasets used in our work, then we will describe our network
model including its structure and objective function. After that, we will show the training process
of our model. Next, we show and evaluate the results of our method. We end our thesis with
a discussion about the contribution we made to fog generation research, the limitations of our
proposed method, what future work can be made to improve it, and a final conclusion.






Chapter 2

Methodology

2.1 Introduction

We have seen several methods that are used to synthesize fog on clear images, in our methodol-
ogy, we are trying to build a generative model, namely “Foggy-CycleGAN”, that has a similar
structure to CycleGAN [1] to perform this task. The model aims to add a specific amount (rate)
of fog to a clear image, since CycleGAN structure is followed, our model, which consists of two
pairs of generators and discriminators, achieves both tasks: simulating fog on clear images and
converting foggy images to clear ones.

In order to train our model, we need a dataset of both clear and foggy images. Furthermore,
the model’s ability to add a specific amount of fog to a clear image requires our foggy images
to have this information. This value will be referred to as the fog ‘Intensity’ in this document.
In other research [8] such information is obtained from the Visibility Distance, but for the sake
of simplicity, we only provide an estimated percentage of the fog in the image, represented by a
number between 0 and 1.

In this chapter, we will cover the dataset preparation process, introduce our Foggy-CycleGAN
model, explain its training process and see its results on test images.

2.2 Dataset Preparation

The process of preparing the dataset involved two major steps, collecting both foggy and clear
images, then annotating these images with a number that expresses the amount of fog in each of
them.

2.2.1 Dataset collection

Several public datasets provide images that can fit our purpose, since our main aim is to improve
autonomous driving systems, we focused on images that contain objects that would appear in
such systems, e.g. photos taken from a moving car. Cityscapes [31] is a very large dataset,
publicly available for researchers, that contains a large number of annotated images taken from
moving vehicles in several German cities. In our research, 1526 clear images were collected
from this dataset. SFSU Foggy-Driving Dataset [8] provides 101 foggy images from Zurich, 77
of these images were chosen to be part of our dataset. Reside Real-world Task-Driven Testing

9



2.2. Dataset Preparation

Set [35] contains thousands of outdoor images, the majority of them are taken in foggy con-
ditions, 1753 of these images were selected to be part of the dataset. Figure 2.1 shows some
samples of the chosen images in each dataset.

Cityscapes (a)

SFSU (b)

RESIDE (c)

Figure 2.1: Samples of the images in the chosen datasets

2.2.2 Image Number Annotator

The process of annotating our images is to simply assign a number to each image, this number
will specify the fog intensity in that image and will be in the range [0, 1], where 0 is assigned to
the clear images, 1 is never used since it expresses an image with full fog (i.e. all white image)
and no such image exists in the dataset. The previously mentioned datasets originally contained
a large number of images, which makes it difficult to annotate them one by one. And since there
is no software that can help with such annotation process, I built an application using C# WPF
called Image Number Annotator. This application demonstrated in Figure 2.2 allows to easily
iterate through all the images in a given directory, and type a number that describes the amount
of fog in each observed image.

Image Number Annotator can be used easily, iterating through the images with the keyboard
and entering the Intensity immediately, which made the annotation process much faster and
easier. The Intensity of an image is manually estimated, there is no exact rule that can determine
this number, but it is more of a human estimation of the percentage of fog in the image. Figure 2.3
shows some of these estimations.

Using this tool, the images that we wish to ignore (opt out of the dataset) can be simply
skipped and later deleted, the clear images should have a zero intensity, and for the folders that

10



2. Methodology

[ |mage Number Annotator — O X

Current Folder | E\University\MSc\Thesis\Weather Conditions\Code\dataset\Reside\batch1

Path Intensity
AM_Goagle_10png |0
AM_Google_228,png |0.9
AM_Google_244.png | 0.9
AM_Google_246.png |05
AM_Google_250.png [ 0.6
AM_Google_289.png | 0.8
AM_Google_309.png [0.9
AM_Goaogle_320,png |07
AM_Google_359.png |04
AM_Google_411.png |05
AM_Google_494.png | 0.6
AM_Goaogle_525.png |04
AM_Google_617.png | 0.6
AM_Google_707.png [0.9
AM_Google_711.png |07
AM_Google_754.png [ 0.7
AM Gonale 768 0nal07

Images: 230 Filled: 230 Not filled: 0

Set All To: Previous ‘ ‘0'5 ‘ ‘ Next | ‘ Save ‘ ‘ Delete All Empty

@ Ghais Zaher 2020

Figure 2.2: Image Number Annotator

(a) Intensity =0 (b) Intensity = 0.4 (c) Intensity = 0.6 (d) Intensity = 0.9

Figure 2.3: Manually estimated intensities using Image Number Annotator

contain nothing but clear images, the feature ‘Set All To’ can be used to set all the intensity
values to zero.

Finally, the tool will produce a Comma-Separated Values file that will be saved in the same
folder that contains the images under the name Annotations.csv. This file contains two
columns: ‘Path’ which holds the image file name and ‘Intensity’ which contains the estimated
intensity. When the process of annotating a folder is done, the button ‘Delete All Empty’ is used
to delete all the unannotated images.

2.2.3 Train-Test Split

One clear image and 9 foggy ones were taken aside from the dataset to be part of the “Sample
Dataset”, these images were used to observe the training process by plotting the neural networks’
results after each epoch. The rest of the dataset is shuffled then split to 20% test images and 80%
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2.3. Foggy-CycleGAN Model Formulation

train images, resulting in 2677 images for training (1253 clear and 1424 foggy) and 669 images
for testing (313 clear and 356 foggy).

2.3 Foggy-CycleGAN Model Formulation

2.3.1 Model Structure

As introduced in subsection 1.2.2, CycleGAN model consists of two Generators and two Dis-
criminators, so is our model. The essential parts that formulate our structure are:

* clear2fog (Clear to Fog Generator): This generator is provided with a clear image and an
intensity value in the range [0, 1]. It is responsible for adding the given intensity amount
of fog to the clear image. The output of clear2 fog is a fake foggy image.

clear2fog : Clear — Fog

* fog2clear (Fog to Clear Generator): This generator is provided with a foggy image and
its fog intensity. Its responsibility is to estimate what is behind the fog and replace it with
that content, i.e. to remove the fog from the image. The output of fog2clear is a fake
clear image.

fog2clear : Fog — Clear

* D¢jear (Clear Discriminator) and Dy,, (Fog Discriminator) differ between real and fake
images. The discriminators expect an image to be given as an input, a clear image for
D icqr and a foggy image for Dy,,. The output of a discriminator is a 30x30 array of
real numbers, since this output is only important during the training process, these values
were not reduced to one Boolean output, but left as is instead. When a real clear image is
given, D .., 1s expected to output a 30x30 array of ones, otherwise the output should be
all zeros. The same applies for D cq;-

Dclear Dng
A clear2fog A
[ v

Clear Fog

L J
fog2clear

Figure 2.4: Foggy-CycleGAN General Structure
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2. Methodology

Generators Structure

Both clear2 fog and fog2clear share the same final structure. Nevertheless, other implemen-
tations of the generator are provided in the final code using ModelsBuilder, as will be seen in
section 2.3.3. The generators use a modified U-Net [36] structure that has two inputs: a256x256
colored image with three channels (R,G,B) and a real number that represents the Intensity.

The detailed structure can be seen in Figure 2.5 and Figure 2.6. First, the Intensity value
is repeated 256256 times then added as a fourth layer to the input image, resulting with a 4-
channel image (R,G,B,]), where the I represents the intensity. The remaining part of the network
is similar to U-Net structure; 8 down-sampling blocks that produce a 1 x 1 array with 512
filters, then 7 up-sampling blocks that produce a 128 x 128 array with 128 filters. Finally a De-
Convlutional layer is used to up-sample the previous result to a 256 x256 x3 image. Similar to
U-Net, skip connections are used between the down-sampling outputs and concatenated with
the equivalent up-sampling outputs as shown in Figure 2.6.

Input Intensity I:> Copy & Concatenate

256 x 256T

Input Image

) Modified U-Net
Network

256 x 256ﬂ

256 x 256
256 x 256 4,

w
>~ |
w

Figure 2.5: Generators Structure: The input intensity is repeated 256 x 256 times and concate-
nated to the input image as a fourth channel. The Modified U-Net Network structure is shown
in Figure 2.6.

Each down-sampling block consists of the following:

1. A Convolutional layer with a 4 x4 kernel size, a stride size of 2x2, same padding and
random normal kernel initializer ~ A/(0, 0.02). This results in an output that has half the
size of the input. The number of output filters are in order 64, 128 and 256 for the first
three down-sampling blocks, then 512 filters for all the rest.

2. Instance Normalization [37] is applied to the filters, except for the first downsample block,
as suggested and used by Tensorflow implementation of CycleGAN [38].
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2.3. Foggy-CycleGAN Model Formulation

Conv2D 4 x 4, 2 Strides, Random Normal Initializer
# Instance Normalization & Leaky ReLU
::> Conv2D Transpose 4 X 4, 2 Strides, Random Normal Initializer
II:> Copy & Concatenate

# Instance Normalization & 0.5 Dropout & ReLU

II:> Instance Normalization & ReLU
# Conv2D Transpose 4 X 4, 2 Strides, Random Normal Initializer, Tanh
128

l

128 x 128
128 x 128
128 x 128

256 x 256
256 x 256

2l
=
2l
~

|
=

256

642
64>
642

128 x 128 ﬂ
128 x 128 ||

128 128
512

256 256 128 128
1024

322
322
64>
64>

162
62 d g
1624}

512 512
256 256

o
322
322

512

512 512

Figure 2.6: Modified U-Net Network Structure: 8 down-sampling blocks followed by 7 up-
sampling blocks, skip connections are used between down-sampling and up-sampling block
results. Finally, a Deconvolutional layer outputs the final image.
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2. Methodology

3. Leaky ReLU (Rectified Linear Units) activation with a negative slope of 0.3.
An up-sampling block consists of the following:

1. A Deconvolutional layer with a 4 x4 kernel size, a stride size of 2x2, same padding and
random normal kernel initializer ~ A/(0, 0.02). This results in an output that has double
the size of the input. For each of the first 4 up-sampling blocks, 512 output filters are used.
For the last 3 ones, 256, 128 then 64 filters are used (same filters as in down-sampling
blocks but in reverse order).

2. Instance Normalization is applied to the filters.
3. Dropout is applied to the first three up-sampling blocks during the training process.
4. ReLU activation.

Every up-sampling block output is concatenated to the output of the corresponding down-sam-
pling block (the one that has the same size and filters). The concatenation is done on the last
axis (filters) level as illustrated in Figure 2.6. After the output of the last skip connection be-
tween the first down-sampling and the last up-sampling blocks outputs, the result is passed to
a Deconvolutional layer with a 4x4 kernel size, a stride size of 2x2, same padding, random
normal kernel initializer ~ A/(0,0.02), 3 filters and hyperbolic tangent activation (tanh). The
last layer produces an image of 256 x 256 and 3 channels, the color values range between -1
and 1 (because of the usage of tanh).

Resize-Convolution Blocks

Another version of clear2 fog (namely clear2 fog-v2) is implemented, where the modified U-
Net network uses a different structure for the last 4 up-sampling blocks which we will refer to
as Resize-Convolution Blocks. As suggested by [39], instead of using Transposed Convolution
for up-sampling, Resize-Convolution resizes the input filters to twice their original size using
Bilinear Interpolation, then a standard Convolutional layer is used with same padding and 1x 1
strides. A comparison between clear2fog and clear2 fog-v2 and their results will be shown
later in section 2.5.

Discriminators Structure

Discriminators D, and D,, share the same final structure as well. ModelsBuilder also al-
lows to do some tweakings to them. The detailed structure of a discriminator shown in Figure 2.7
consists of the following components:

1. The network’s input is the image without its intensity value, then three down-sampling
blocks produce an image of size 256 filters with a size of 32x32. Those down-sampling
blocks are similar to the ones explained in Generators Structure.

2. Zero padding is used to convert the filters sizes to 34 x34.

3. A Convolutional layer with a 4 x4 kernel size, a stride size of 1x 1, no padding, no bias,
random normal kernel initializer ~ A/ (0,0.02) and 512 filters.
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2.3. Foggy-CycleGAN Model Formulation

Conv2D 4 X 4, 2 Strides, Random Normal Initializer
# Instance Normalization & Leaky RelLU

# Zero Padding

Conv2D 4 X 4, 1 Stride, No Bias, Random Normal Initializer
followed by Instance Normalization & Leaky RelLU

mmm)> Conv2D 4 X 4, 1 Stride
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Figure 2.7: Discriminator Structure: The input image is passed to three down-sampling blocks,
followed by zero padding and Convolutional layers, resulting with a 3030 filter.

. Instance Normalization is applied to the filters.

Leaky ReLU activation.
Zero Padding

A Convolutional layer with a 4x4 kernel size, a stride size of 1x 1, no padding, random
normal kernel initializer ~ N'(0, 0.02) and one filter. The final output is then one filter of
size 30x30.

2.3.2 Losses

Definitions

The following terms will be used to express the losses:

C" Clear images space.

F: Foggy images space.

I = [0,1]: Space of intensity values.

E;: the expected value for foggy samples.

E.: the expected value for clear samples.
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2. Methodology

» f € F'isafoggy image and i € [ is its intensity.

» ¢ € C'isaclear image and i. € [ is its intensity.

Adversarial Loss

Similar to the standard one introduced in [15]:

Loan(clear2fog, Dyog, C, F, 1) = Ef[log Doy (f,15)]+Ecllog(1—Dyog(clear2 fog(c, i), ic))]

Laan(fog2clear, Deear, F, C, I) = Ec[10g Daear(c)] + Ef[log(1 — Deear(fog2clear(f,if)))]

Cycle-Consistency Loss

As introduced in [1]:

Loy = E.[|| fog2clear(clear2fog(c,i.),i.) — c|1]

ﬁbackcyc = Ef[Hcleaerog(fochleaT(f, Zf)72f) - f”l]

Identity Loss

Passing a foggy image to clear2fog and passing a clear image to fog2clear should always
generate the same image:

Eidentity - Ef[HCl@CLTQng(f, Zf) - f”l] + Ec[||ng2Cl6aT'(C, ZC) - C||1]

Transmission Map Loss

This loss makes sure that converting a clear image to a foggy one with a required intensity
value i, will produce a new image clear2fog(c,i.) whose average color should be similar to
the original one c after adding 7. amount of whitening to the pixels.

This is called Transmission Map loss because it benefits from the mathematical model in
Equation 1.2. Considering A = 1, the model suggests that a pixel (z,y) is whitened by the
amount of 1 — ¢(z, y), if this last amount is equal to 1, the pixel will become full white, if it is
zero then it will keep its original color.

In order to keep our ‘foggification’ balanced along different intensities between 0 and 1, we
use the mathematical model but only on the mean color of the image. Ergo, the mean color
of clear2fog(c,i.) should be equal to the mean color of ¢ after whitening each pixel with an
amount of 7.

Lirans1 = Eelmean(clear2fog(c,i.)) — mean(c- (1 —i.) + i.)]

In addition to that, passing an intensity value of zero should produce the same image and
passing the intensity value of 1 should produce a full-white image:
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2.3. Foggy-CycleGAN Model Formulation

EtransZ = EC[||CZG(IT2fOQ<C, 0) - C||1 + ||clea7"2fog(c, 1) - w”l]

Where w is a full-white image.
The full Transmission Map loss is the sum of these 2 losses:

Etrans = ['transl + EtransQ

Whitening Loss

Whitening loss along with RGB Ratio loss, make sure that any pixel in the generated fog image
is either whiter or the same as the original. This loss ensures that the image’s color is not changed
towards a darker one, it is only whitened. This is done by using the ReLU function (ReLU(z) =
max(zx, 0)):

Lonite = E¢[||ReLU(c — clear2fog(c, i.))||1]

RGB Ratio Loss

Previous loss makes sure that every channel of the RGB colors is larger than the original, but if
any of them is increased more than the others, the color will not look whiter, it will be distorted.
RGB Ratio loss makes sure that R,G and B colors are being increased with the same ratio:

Loy =Ecfll(r-§—g- P+ (g-b=0-3)lh]

Where r, g, b are the channels of the input image ¢ and 7, g, b are the channels of the generated
image clear2fog(c,i.).

Full Objective

The full objective function to be minimized:

L poggy-cyctecan = Loan(clear2fog, Dyoq, C, F, I)
+ Lgan(fog2clear, Daear, F, C, 1)
+ Aleye + Alpackeye + Alidentity
+ Alirans + @ALypnite + ALy gy

2.1

« 1s the multiplier rate that gives higher importance and thus higher punishment to the neural
network for these losses. In our model « = 10 and A\ = 5.

2.3.3 Implementation

The implementation was essentially done using Python 3, Tensorflow 2.1.0 and Numpy. Addi-
tionally, the following libraries were used:

* Matplotlib library is used for visualization.
* Jupyter is used to write a Notebook where the model is trained and tested.

* Pydot and Graphviz to draw models’ structures.
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2. Methodology

* Pandas is used to read the annotation files produced by Image Number Annotator intro-
duced in subsection 2.2.2 and prepare the train and test datasets.

The code is divided to multiple parts to make it dynamic to create, change, train and test the

models.

Dataset Initializer

The class DatasetInitializer in dataset.py is responsible for preparing the dataset. Es-
sentially, the function prepare_dataset does all the important work by calling other methods.
Generally, the following steps are done by prepare_dataset:

1. Reading the annotation files recursively from the dataset folder, by searching for all files
named Annotations.csv. The files are read using Pandas into one DataFrame, where
each row contains the full path of an image and its fog intensity.

2. The dataframe is split into two: clear images that have zero intensity and foggy images
that have positive intensity.

3. Each of the two dataframes is shuffled and split into train and test parts, as specified in
subsection 2.2.3.

4. An additional DataFrame is set similarly for the Sample images, those images consist of
one clear image, and 9 foggy ones with intensities between 0.1 and 0.9.

5. In the end, the following generators are returned:

train clear generator: shuffles the training clear dataframe, then iterates through its
rows one by one

train fog generator: shuftles the training foggy dataframe, then iterates through its
rows one by one

test clear generator: shuffles the testing clear dataframe, then iterates through its
rows one by one

test fog generator: shuffles the testing foggy dataframe, then iterates through its
rows one by one

sample clear generator: iterates through 9 different intensities for the sample clear
images, ranging from 0.1 to 0.9.

sample fog generator: iterates through the sample foggy images.

6. Each of the previous generators returns a row of an image path and an intensity value.
Images are then read from their path and normalized as follows:

Image is read from the disk.

Since the generators use tanh activation, all the images are normalized to the range
[—1,1].

Image is resized to 256 %256, this is done with another method by maintaining the
image’s aspect ratio.

Jitter is applied to the training images by resizing them up to 286 <286 then cropped
randomly back to 256 x256. The image is also randomly flipped.
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2.3. Foggy-CycleGAN Model Formulation

Models Builder

The class ModelsBuilder is used to build Generators and Discriminators in a generic way, all
the neural networks and layers are implemented using Tensorflow and Keras. The following
methods are the essential parts of the class explained in subsection 2.3.1:

downsample: Returns a Down-sampling block with the passed number of filters and ker-
nel size.

upsample: Returns an Up-sampling block with the passed number of filters, kernel size
and whether Dropout is applied or not.

resize_conv: Returns a Resize-Convolution block with the passed number of filters,
kernel size and whether Dropout is applied or not.

build_generator: This function takes the parameters that define a generator and builds
up one.

build_discriminator: This function takes up the parameters that define a discriminator
and builds up one.

Trainer

Trainer class in train.py is responsible for the whole training process for the Foggy-Cycle-
GAN model. Loss functions, weights update, saving checkpoints and plotting results are all
handled and defined in this class. Trainer uses Adam optimizer [40] to train all the models
with a learning rate of 1074, 8, = 0.5 and B, = 0.999. The class provides the following
methods:

save_config: Saves the current configuration of the Trainer, from weights path, total
trained epochs and logs paths.

load_config: Loads the configuration into the class.
configure checkpoint: Loads the weights of the models.
save_weights: Saves the current weights of the models.

train_step: This function is responsible for one training step, taking one batch of clear
images, and one batch of foggy ones. The function calculates all the losses explained in
subsection 2.3.2, calculates the gradient and updates the weights with the help of Tensor-
flow.

epoch_callback: This method is called after every epoch, it plots the result of a random
sample clear and sample fog pair, showing the generators and discriminators results on
them. In addition, it stores such prediction for all the sample images in a specified folder
for logging.

train: This is the main method for the training, it calls several other methods in order to
perform a given number of epochs. In addition it is responsible for storing Tensorboard
logs.
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2. Methodology

In train_step, the passed parameter real clear contains a tuple of clear images along with
random intensities for each image. And the parameter real fog contains a tuple of foggy
images along with their fog intensity. The losses are calcualted as follows:

* real clear is converted to fog using clear2 fog, and real clear is converted to clear
using fog2clear.

fake_fog = generator_clear2fog((real_clear, clear_intensity))
fake_clear = generator_fog2clear((real_fog, fog_intensity))

* real_fog and fake_fog are passed to Dy,,. real_clear and fake_clear are passed
to Dgeqr. The results are used to calculate Adversarial Loss.

disc_real_clear = discriminator_clear(real_clear)

disc_real_fog = discriminator_fog((real_fog, fog_intensity))
disc_fake_clear = discriminator_clear(fake_clear)

disc_fake_fog = discriminator_fog((fake_fog, clear_intensity))
disc_clear_loss = discriminator_loss(disc_real_clear, disc_fake_clear)
disc_fog_loss = discriminator_loss(disc_real_fog, disc_fake_fog)

Where discriminator_loss calculates the binary crossentropy value between the real
image and an array of ones, and between the fake image and an array of zeros.

» fake fog image is converted back to clear and fake clear is converted back to fog to
calculate Cycle-Consistency Loss.

cycled_clear = generator_fog2clear((fake_fog, clear_intensity))

cycled_fog = generator_clear2fog((fake_clear, fog_intensity))

total_cycle_loss = LAMBDA *
tf.reduce_mean(tf.abs(real_clear-cycled_clear)) + LAMBDA *
tf.reduce_mean(tf.abs(real_fog-cycled_fog))

* Identity Loss is calculated by passing the foggy image to clear2 fog and the clear one to
fog2clear and expecting the same result.

same_clear = generator_fog2clear((real_clear, clear_intensity))
same_fog = generator_clear2fog((real_fog, fog_intensity))
identity_loss = LAMBDA * tf.reduce_mean(tf.abs(real_image - same_image))

* Transmission Map Loss is calculated by generating a transmission image using the math-
ematical formula.

t = 1 - intensity

trans_image = clear_image * t + (1 - t)

trans_lossl = LAMBDA * tf.abs(tf.reduce_mean(real_image) -
tf.reduce_mean(trans_image))

The second part is calculated by generating a foggy image from the clear one with both 0
and 1 intensities, the result should be the same image and full white respectively.
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2.3. Foggy-CycleGAN Model Formulation

fake_clear2clear = generator_clear2fog((real_clear, 0))

fake_clear2white = generator_clear2fog((real_clear, 1))

white = tf.ones_like(real_clear)

trans_loss2 = LAMBDA * tf.reduce mean(tf.abs(real clear -
fake_clear2clear)) + LAMBDA * tf.reduce_mean(tf.abs(white -
fake_clear2white))

* Whitening Loss calculation is straightforward.

whitening loss = LAMBDA * ALPHA * tf.reduce_mean(tf.maximum(real_clear -
fake_fog, 0))

* For RGB Ratio Loss, red, green and blue channels are extracted from both clear and
generated images, then the loss is calculated.

r = clear_imagel[:, :, :, 0]
g = clear_imagel[:, :, :, 1]
b = clear_imagel:, :, :, 2]
r_hat = fake_fog[:, :, :, 0]
g_hat = fake_fog[:, :, :, 1]
b_hat = fake_fogl:, :, :, 1]

rg_loss = tf.reduce_mean(tf.abs(r * g_hat - g * r_hat))
gb_loss = tf.reduce_mean(tf.abs(g * b_hat - b * g_hat))
rgb_loss = LAMBDA * ALPHA * (rg_loss + gb_loss)

Tools and Plot Libraries

The file tools.py contains some helping methods like printing with timestamps for logging
creating directories and returning a dataframe length in an optimal way. The library plot. py has
the methods responsible for plotting the input images, the generated ones and the discriminators
outputs. Such function are separated in their own modules because they are needed in several
other modules and classes.

Main Notebook

The Jupyter Notebook file Foggy_CycleGAN. ipynb holds the main part that uses the previous
modules and classes to prepare the dataset, build the generators and discriminators, load pre-
saved models if any, set up Tensorboard, start the training process and plot the results.

The dataset is prepared using DatasetInitializer, as shown in Listing 2.1, the parameters
passed to DatasetInitializer are the image height and width, in our case the image size is
256x256. BATCH_SIZE constant represents the batch size for the training process, in our case
its value is 5.

Listing 2.1: Preparing the dataset

datasetInit = DatasetInitializer (256, 256)
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2. Methodology

(train_clear, train_fog), (test_clear, test_fog), (sample_clear, sample_fog) =
datasetInit.prepare_dataset (BATCH_SIZE, test_split=0.2, random_seed=7)

Generators and discriminators are built using ModelsBuilder, as demonstrated in Listing 2.2.
The parameter use_resize_conv specifies whether the generator is built using Resize Con-
volutional layers instead of regular up-sampling blocks. In clear2fog we are using regular
up-sampling blocks passing this value as False, while in clear2 fog-v2 it is passed as True.

Listing 2.2: Building the generators and discriminators

models builder = ModelsBuilder()

generator_clear2fog = models_builder.build_generator(use_resize_conv=False)
generator_fog2clear = models_builder.build_generator ()

discriminator_fog = models_builder.build_discriminator()
discriminator_clear = models_builder.build_discriminator()

Training process starts by initializing the Trainer and configuring its checkpoints which loads
the weights if they already exist, as show in Listing 2.3. Calling 1oad_config() will load the
last saved configuration for the trainer, which contains the number of trained epochs, the paths
for saving weights and Tensorboard logs.

Listing 2.3: Initialize Trainer

trainer = Trainer(generator_clear2fog, generator_fog2clear, discriminator_fog,
discriminator_clear)

trainer.configure_checkpoint (weights_path = weights_path,
load_optimizers=False)

trainer.load_config()

The training process starts by calling trainer.train function, clear_output_callback is
used to clear the notebook output after each epoch, use_tensorboard tells the trainer that
tensorboard logs need to be saved, sample_test is used to plot images after each epoch, as
well as storing them in a folder to visualize them later in section 2.4 and section 2.5

Listing 2.4: Start Training Process

trainer.train(
train_clear, train_fog,
epochs=100,
clear_output_callback=lambda: clear_output(wait=True),
use_tensorboard = True,
sample_test =(sample_clear, sample_fog),
load_config_first=False,
use_whitening_loss=True,
use_rgb_ratio_loss=True
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2.4. Training

Code Availability

The code is publicly available in my GitHub repository github.com/ghaiszaher/Foggy-Cycle GAN.

2.4 Training

2.4.1 Environment Setup

GitHub and Google Colaboratory (Colab) are mainly used to host the code and the training pro-
cess. The code is pushed to a GitHub repository, and the main Notebook Foggy CycleGAN.ipynb
is run on Colab. Google Colaboratory allows us to create and run Jupyter Notebook files on a
Linux virtual machine, the option to run the code on CPU, GPU or TPU (Tensor Processing
Unit) with limited resources and the ability to mount a Google Drive account to the machine.
For this purpose, the dataset files are zipped and uploaded to a Google Drive folder.

The following process happens when the Notebook file is run on Colab:

1. Runtime is set to use GPU resources.
2. Code is pulled from Github
3. Google Drive is mounted to Colab.

4. A shell script copy_dataset.sh is run to copy the compressed dataset files to the ma-
chine and decompress them.

5. Dataset is initialized using DatasetInitializer with a batch size of 5 images.
6. Generators and Discriminators are built using ModelsBuilder
7. Tensorboard is initialized locally and shown in the same Notebook

8. The model is trained for 100 epochs at a time. Weights and logs are all stored in the
mounted Google Drive.

9. When the training is done, testing results are visualized and stored.

2.4.2 Training Details and Results

Training is done by the Trainer class as previously described. In each training epoch, a clear
image is converted to a foggy one with a random intensity, then converted back to a clear image
(clear2fog2clear cycle), and a foggy image is converted to a clear image then back to a foggy
one (fog2clear2fog cycle). When these 2 cycles are executed, the loss values explained in sub-
section 2.3.2 are calculated for all the generators and dicriminators, gradients are also calculated
and applied to update the model’s weights. Both cycles are illustrated in Figure 2.8

Due to Colab limitations, it is not possible to run a notebook file for a long time, for this
reason, the training process is repeated several times, each time the training takes off where it
previously left. That is why the weights and logs are being stored after every epoch. Figure 2.9 is
an example of what is being plotted after every epoch during the training process, the generators
and discriminators outputs are visualized all together.
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Figure 2.8: Foggy-CycleGAN Training Phases

As previously mentioned, two versions of Clear to Fog generator are implemented and tested
(clear2 fog and clear2 fog-v2) and thus two versions of Foggy-CycleGAN (Foggy-CycleGAN-
vl and Foggy-CycleGAN-v2) exist. In the following sections, we will visualize the training
results for both versions.

Foggy-CycleGAN-v1

In this version, clear2fog is used to generate foggy images out of clear ones, the model is
trained for 290 epochs and the whole process took around 4 days. Each epoch lasted for an
average of 500 seconds and thus the total effective time was 40 hours. Figure 2.10 shows the
loss values for all generators and discriminators after each epoch. What is most important for us
is clear2 fog’s performance, nevertheless, the other losses are also monitored as they all affect
each other. We can see that the loss value is not consistently decreasing, but each generator is
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Figure 2.9: Visualizing training progress while training

playing a mini-max game with the discriminator. When clear2 fog’s loss decreases, that means
it is getting better at generating foggy images out of clear ones, and thus Dy,,’s loss will increase.
When Dy, is trained, its loss decreases as it is getting better at differentiating between real and
generated foggy images, making the generator’s loss increase. The training was done for 290
epochs, but the final model is the one at the 130th epoch, as the final result seemed to be better.
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Figure 2.10: Loss values for the Generators and Discriminators of Foggy-CycleGAN-v1 for 290
epochs

As image logs were stored along the training process, we are able to see how the models
improved over time. Figure 2.11 shows clear2 fog’s output for a sample clear image passing an
intensity value of 0.5. We can clearly see that the model is not always giving better results as
the model is trained more, artifacts start to appear at later epochs.

We can also take a look at fog2clear’s output in Figure 2.12. As expected, the model is
learning to replace foggy parts of the image with an estimated value of what could be there. The
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Figure 2.11: Foggy-CycleGAN-v1 epochs outputs for clear2 fog generator with required inten-
sity of 0.5

result is clearly very far from the truth, the model is learning how clear images look like, and
trying to place trees or buildings in place of white (foggy) parts of the image. Even though the
result is not reasonable, it is still valid for our purpose.

Clear Epoch 0 Epoch 50 Epoch 100 Epoch 150

Figure 2.12: Foggy-CycleGAN-v1 epochs outputs for fog2clear generator with input intensity
of 0.5

Foggy-CycleGAN-v2

In this version of the model, clear2 fog-v2 was used, while the rest is similar to the previous
version. This model was trained for 140 epochs and the training process was significantly slower
than the previous one, with an average of 650 seconds per epoch. The model is trained for an
effective time of 25 hours over 2 days. Figure 2.13 shows the loss values for all the models,
we can see that the loss values for the new generator and its equivalent discriminator (Dy,,) are
noisier than the ones in the previous version.

The outputs of the generators are also plotted during the training, Figure 2.14 and Figure 2.15
show the outputs of clear2fog-v2 and fog2clear in this version. We notice that the fog in
the new model looks smoother. But the image quality got decreased significantly. While no
difference in the result of fog2clear is noticed.
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Figure 2.13: Loss values for the Generators and Discriminators of Foggy-CycleGAN-v2 for 140
epochs

Clear Epoch 0 Epoch 50 Epoch 100 Epoch 140

Figure 2.14: Foggy-CycleGAN-v2 epochs outputs for clear2fog-v2 generator with required
intensity of 0.5

Clear Epoch 0 Epoch 50 Epoch 100 Epoch 140

Figure 2.15: Foggy-CycleGAN-v2 epochs outputs for fog2clear generator with input intensity
of 0.5

2.5 Tests and Results

The following results in this section are applied to testing images that were not part of the training
dataset. Figures 2.16,2.17,2.18 and 2.19 show the result of the first version clear2 fog. We can
see that the results are quite convincing, the generated images looks like a foggy version of the
given clear image.

In the Figures 2.20 and 2.21, we can see the output of the second generator clear2 fog-v2 on
two images. Even though the fog in this version looks smoother, the resolution of the generated
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Clear Intensity=0.15

Figure 2.16: clear2 fog output - Sample 1

Clear Intensity=0.45

Figure 2.17: clear2 fog output - Sample 2

images are lower than the first version, and the result looks less believable. This can be seen in
Figure 2.22 that compares between the outputs of the two versions of Foggy-CycleGAN.
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Clear Intensity=0.15 Intensity=0.55

Figure 2.18: clear2 fog output - Sample 3

Clear Intensity=0.65

Figure 2.19: clear2 fog output - Sample 4
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Clear Intensity=0.25

Intensity=0.50 Intensity=0.75

Figure 2.20: clear2 fog-v2 output - Sample 1
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Clear Intensity=0.25

Intensity=0.50 Intensity=0.75

Figure 2.21: clear2 fog-v2 output - Sample 2
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Clear Input
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Figure 2.22: Comparison between clear2 fog and clear2 fog-v2 outputs
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Chapter 3

Discussion

3.1 Contribution

Our proposed method provides a way to synthesize fog on clear images using an unpaired
dataset. While previous methods used mathematical approaches, mostly based on the depth map
of the given image, our method only relies on the information of the fog intensity in a dataset of
unpaired the image. Additionally, we present annotations to previously existing datasets where
each image is tied to a fog intensity estimation, along with Image Number Annotator tool that
was introduced in subsection 2.2.2

3.2 Limitations

Even though the proposed models are generating some reasonable foggy images for lower fog
intensities, the results do not look quite convincing all the time. In addition, some artifacts
appear in the generated images. The usage of Resize-Convolutional blocks helped to overcome
some of these artifacts, but in other types of noise appeared there.

3.2.1 Resolution and Artifacts

The first trained version clear2 fog shows some artifacts in the generated images for high in-
tensity values, this is visible in most of the generated images as shown in Figure 3.1.

Using Resize-Conolutional blocks in clear2 fog-v2 helped overcome previous artifacts and
make the fog look smoother, on the other hand, other kinds of artifacts appeared, as seen in
Figure 3.2b. In addition to that, a clear distortion in the colors and a reduction in the resolution
are visible in this version like in Figure 3.2a.

3.2.2 Different Kind of Images

During the dataset collection and annotation, we focused on images that are either taken from
inside a vehicle or has similar content, so the model learned to synthesize fog on such images.
For that reason, the model does not work well on different kind of images like landscapes or
nature images. Figure 3.3 shows an example of this kind of drawback, the fog is not being
added in the right part of the image and adding 100% of intensity does not produce a full white
image.
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Intensity = 0.6 Intensity = 0.8

Figure 3.1: clear2 fog artifacts for high intensities

(a) Intensity = 0.5 (b) Intensity = 0.9

Figure 3.2: clear2 fog-v2 artifacts and low resolution

Clear Intensity = 0.5 Intensity = 0.9 Intensity = 1.0

Figure 3.3: clear2 fog prediction for different kind of images
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3.3 Future Improvements

More improvements can be made to our current model in order to obtain better results and
performance, we couldn’t apply these improvements either due to the short time, insufficient
resources or unavailable data. Some of these thoughts are listed below:

« If a dataset is present, we can train the same model on smoggy images and obtain a smog
simulation model. Smog is another weather condition that can distort the visibility and
affect autonomous driving systems, being able to generate such images can help improve
object detection in case of smog presence.

* Driving during foggy weather can be more dangerous at night. In our model, we focused
on day-light images, but if more night foggy images are available, a model can be trained
to synthesize fog on clear images taken at night.

» Even though CycleGAN is powerful, but if a paired dataset exists of foggy and non-
foggy images, we can produce much better images using the same above structures for
clear2fog and Dy,, and following Pix2pix’s idea [21]. It is difficult to obtain such pic-
tures from the nature, but if an installed fixed camera is recording 24/7 footage, we can
go through the log history and grab some foggy and non-foggy images from it. Also, if
an equipped laboratory is able to generate real fog in a small environment (like a small
city), we will be able to collect such dataset.

* Intensity representation proposed in our model can be re-visited; instead of duplicating
the same value and adding it as a fourth layer, considering this value as part of the latent
vector obtained from the Down-sampling blocks.

 Using the depth information in the images can also be a useful addition that may produce
better results if it is available. Such information will allow us to express the fog intensity
as a visibility distance.

 If more computing resources are available, having a larger and more diverse dataset will
help to train a model that is able to add fog for any kind of images, not just ones taken
from a car or that contains one specific type of information like in our case.

3.4 Conclusion

Fog simulation on digital images is a challenging goal to achieve, the reasons for this challenge
go from the complexity of applying the mathematical model on real images to the difficulty
of obtaining both foggy and clear images of the same content in real life. On the other hand,
the availability of a large dataset of both clear and foggy images allowed us to use a generative
model, following CycleGAN’s approach, to synthesize fog. Instead of going through the trouble
of formatting a mathematical formula, calculating the depth data for the clear image’s pixels and
generating fog using that information, we trained our Foggy-CycleGAN model to figure out how
foggy images look like, how clear images look like and how to convert between these two kinds
of images keeping the same content.

In our study, we annotated a large number of images giving each an estimated real number
that expresses the percentage of fog present in the image. This addition allowed us not only to
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convert clear images to hazy ones, but also to specify the intensity of fog we are wishing to add
to the image.

Our implemented generative models proved to be learning to do the task with reasonable
results. Nevertheless, they do not provide the desired outcome for all the kinds of images. In
addition, the generated fog does not look smooth for all values of intensities which shows unde-
sired artifacts in some cases. More improvements can be done in a later research to overcome
these problems, if more powerful resources are available, a more complex model with a larger
dataset can be trained to perform better. Also, if it is possible to generate paired foggy and clear
images using special laboratory equipment, it will be possible to train a modified version of our
model that will have more realistic outcome with less noise.

In conclusion, we can say that generative models proved to be a good way to synthesize
weather conditions on digital images, taking away the trouble of manually building and as-
sessing a mathematical model, and passing that task to the convolutional generative models to
accomplish.
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